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Introduction

Fluorescence quenching in solution has been the subject of
many works in the past. Bimolecular reactions between the
excited fluorophore and a quencher have been studied
mainly either by steady-state or time-resolved fluorescence
spectroscopies.[1–5] Increasingly, a big number of applications
(chemical sensing, biomolecular recognition) base their
analysis on the conclusions previously obtained with chemi-
cal model systems.[6] These methods have been extensively
used to obtain relevant parameters of elementary reactions
such as electron, energy or proton transfer. Quenching itself
has also been a matter of basic research in statistical me-
chanics leading to many competing theories, which only re-
cently have been compared critically.[7] Unfortunately, very

often the number of experimental data are too low to allow
for a clear-cut distinction between these theories.

One of the most intriguing facts, very often observed, is
the non-linearity of the Stern–Volmer (SV) plots. A SV plot
is constructed from the fluorescence intensity, I, recorded at
different quencher concentrations (I ACHTUNGTRENNUNG(c=0)/I(c) vs c), with a
slope equal to the SV constant (KSV), which is defined as
the product of the quenching rate constant, k, and the life-
time of the fluorophore, t.[1–5] If this quenching rate constant
does not depend on the concentration the plot is a straight
line. Several reasons can be invoked if a positive deviation
is observed at high quencher concentrations: i) ground state
complex formation (we refer to this as pseudo-static quench-
ing); ii) excited state quenching without diffusion (static
quenching); or iii) diffusion assisted quenching with a non-
stationary stage (dynamic quenching).[6] It is very simple to
distinguish the first from the other two cases: a change in
the absorption or in the fluorescence spectra shapes by
adding the quencher and monoexponential fluorescence
decays, even at quencher concentrations that show a positive
deviation in the SV plots indicate that the reaction occurs in
the fluorophore electronic ground state. For charged reac-
tants the positive deviations naturally depend on the ionic
strength.[8] We will restrict ourselves to the case of un-
charged reactants and no ground state complex formation.

Starting from the simplest to the most complex model of
the diffusion assisted reaction, we can describe the fluores-
cence quenching and the SV plot as follows: If the reaction
is not time dependent and there is nothing but contact reac-
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tion, no positive deviation can be observed in the SV plot.
This is the case when the reaction is much slower than diffu-
sion (kinetically controlled reaction). Very often when a
positive deviation is experimentally observed, the static
quenching is treated as a separate and instantaneous step,
by means of the sphere of action model.[9] In quite an artifi-
cial way, and theoretically difficult to justify, this model has
been combined with the subsequent time independent
quenching model. Again, a low number of experimental
points, or a lack of comparison with the time-resolved ex-
periments, has allowed for an apparently good correlation
between these models and the theory.[10–13] In the opposite
case, a purely diffusion controlled reaction leads to a time
dependent rate constant (this is the first example of a non-
Markovian theory in chemical kinetics) as obtained by Smo-
luchowski in the case of an infinitely fast contact reaction.[14]

In this case the SV deviation is present but does not depend
on the intrinsic reaction parameters. If the contact reaction
is characterized by a given finite rate the Collins–Kimball
model can be introduced.[15] In this case, information about
the intrinsic reaction rate constant can be obtained from the
non-linearity of the SV plot. This model has been used
many times in order to obtain electron transfer rate con-
stants, which were then compared with Marcus theoryIs pre-
diction.[16–21] Very often a small number of points in the
curved region of the SV plot and not congruently fitted
time-resolved data have led to misleading interpretations.
The introduction of the fact that the reaction may take
place at distances larger than contact complicates the
model.[4] Now, the SV curvature is strongly influenced by
the parameters that define the space distribution of the in-
trinsic rate constant. Several rate models have been applied,
such as exponential or step-wise rates, as well as the physi-
cally better grounded Marcus model for electron transfer.[4]

In such a case a large number of data points is necessary to
obtain a unique set of fitting parameters. Congruence be-
tween steady-state and time-resolved data is compulsory
and gives additional strength to the obtained parameters. In
all these increasingly complicated models the solvent is
treated as a continuum. Its structure, as described by the sol-
vent–solvent density distribution function (measurable by
means of neutron scattering), introduces an attractive poten-
tial between the reacting partners at short distances. Finally,
the hydrodynamic effect can also be taken into consider-
ation. Basically, it consists of a reduction of the diffusion co-
efficient at short distances. When the reacting particles ap-
proach each other one reaction partner feels how the other
one pushes the solvent molecules into its own propagation
direction, and vice versa, thus hindering the mutual ap-
proach. These two effects are time independent and were
both shown to affect diffusion controlled quenching kinet-
ics.[22]

In this article we intend to fill the gap between theory
and experiment, and give some hints on how to treat the ex-
perimentally extracted data in order to obtain meaningful
parameters for the studied elementary reaction. We have
chosen an electron transfer reaction for two reasons: Firstly

there exists a consistent and well accepted theory describing
this process. Secondly, because it may occur off-contact. In
the last years, the theory to treat diffusion influenced elec-
tron transfer has been well established and supported by all
kinds of experiments,[23] but not yet to such a complete
quenching data set as this present work, comprising 150
quenching experiments at different viscosities. We are show-
ing how to handle the experimental data in order to obtain
a fully consistent description of both time-resolved and
steady-state data at different viscosities. Starting from very
low to relatively high quencher concentrations the positive
deviation in the SV plot increases. A big number of points
has been obtained in order to be able to distinguish between
various models and decide whether or not solvent structure
and hydrodynamic effect have to be taken into account. Ad-
ditionally, the obtained parameters are used to explain the
time-resolved results in a coherent manner. It is clear that
both the data point density and the joint analysis of both
kinds of data are absolutely necessary to extract a good re-
action description.

The article is organized as follows: The theoretical model
used and the numerical methods employed for the fitting
procedure, are described, as well as the modelling of the sol-
vent for the calculation of the solvent structure, g(r). In the
Section “Results and Discussion” the ability to describe the
experimental results of all the theoretical models contem-
plated will be compared. A detailed description of the dif-
ferent approaches to jointly fit to the time-resolved and
steady-state results is given because of its relevance to the
final interpretation of the results. Finally, an extensive ex-
perimental section describes not only the sample prepara-
tion and the apparatuses handling, but also the data pre-
treatment.

Theoretical and Numerical Procedures

Differential Encounter Theory (DET): The diffusion influenced deactiva-
tion of excited fluorophores by remote electron transfer is well described
by differential encounter theory (DET) provided that all elementary
steps are irreversible.[4, 23] For the system under investigation the back
electron transfer to the excited state is thermodynamically unfavoured
and can thus safely be neglected facilitating an analysis in the framework
of DET. The central result of DET, as developed in reference [24] and
reviewed in [4,23], is that the excited state population, N ACHTUNGTRENNUNG(t,c), is given by
Equation (1):

Nðt,cÞ ¼ N0exp
�
� t
t
� c

Zt

0

kðt0Þdt0Þ
�

¼ N0RðtÞ ð1Þ

where the time dependent quenching rate, k(t), is related to the pair cor-
relation function, n ACHTUNGTRENNUNG(r,t), by

kðtÞ ¼ 4p
Z1

s

wðrÞnðr,tÞr2dr ð2Þ

Here, w(r) is the distance dependent intrinsic rate of the electron transfer
(see below), t is the fluorescence lifetime of the excited donor, c denotes
the acceptor concentration and s the donor–acceptor contact distance.
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The auxiliary function n ACHTUNGTRENNUNG(r,t) is directly related to the probability density,
n ACHTUNGTRENNUNG(r,t)/V, of finding the quencher at a distance r from the excited donor at
time t after excitation. Its equation of motion comprises a term account-
ing for the mutual diffusion, L̂(r)n ACHTUNGTRENNUNG(r,t), and a sink term accounting for
the deactivation process, w(r)nACHTUNGTRENNUNG(r,t):

_nðr,tÞ ¼ L̂ðrÞnðr,tÞ�wðrÞnðr,tÞ ð3Þ

In this study the diffusion operator, L̂(r), includes an explicit distance de-
pendence of the diffusion coefficient, D(r), and a potential, u(r), associat-
ed with the solvent structure, u(r)=v(r)kT=�kTln(g(r)):

L̂ðrÞ ¼ 1
r2

@

@r
r 2 DðrÞgðrÞ @

@r
1
gðrÞ ð4Þ

The r dependence of the diffusion coefficient is due to the hydrodynamic
effect, which originates from the inhibition of the solvent molecules to
vacate the intervening space when donor and acceptor molecules ap-
proach each other.[25] Hence for small interparticle distances, in particular
those relevant to the electron transfer process, the diffusion coefficient is
decreased substantially. For solvent and solute molecules of similar size
an empirical model, proposed by Northrup and Hynes (see also
Figure 2),[26] is believed to give the most realistic description of this
effect:

DNHðrÞ ¼ D
�
1� 1

2
exp

�
� r�s

s

��
ð5Þ

with D denoting the bulk diffusion coefficient. Unlike the model of
Deutch and Felderhof, which is based on continuum hydrodynamics, it is
an approximation for solvent and solute molecules of similar size.[27] The
former model gives the “classical” hydrodynamic result:

DDFðrÞ ¼ D
�
1� 3s

4r

�
ð6Þ

for two solutes of same size (s/2), being bigger than the solvent mole-
cules.

The donor–acceptor pair distribution function g(r) accounts for the mi-
croscopic structure of the condensed phase. For relatively dilute accept-
ors, that is, in the absence of acceptor–acceptor excluded volume effects,
the local density of acceptors about the donor parallels the solvent densi-
ty variations.[22] Besides giving rise to the appearance of a potential of
mean force in Equation (4), the solvent structure changes the initial dis-
tribution of acceptors. In fact, sites close to contact about any photoexcit-
ed donor are significantly more likely to be occupied by an acceptor than
would be expected if the solvent were approximated by a continuum.
Thus, the appropriate initial condition to Equation (3) is n ACHTUNGTRENNUNG(r,0)=g(r).[22]

Furthermore, the flux across the boundary at s has to vanish and, hence,
the inner boundary condition reads:

4ps 2DðsÞ
�
@nðr,tÞ
@r

þnðr,tÞ dvðrÞ
dr

�����
r ¼ s

¼ 0 ð7Þ

On the contrary, at the outer boundary the pair density distribution is un-
affected, that is,

nðr ! 1,tÞ ¼ 1 ð8Þ

irrespective of the peculiarities of w(r), the long-time asymptote of Equa-
tion (2) obeys the Smoluchowski law, which is characteristic for an infin-
itely fast contact reaction, however, with an effective reaction radius Rq

substituted for the contact distance s :[28]

kðtÞ ¼ 4pRqD
�
1þ

Rqffiffiffiffiffiffiffiffiffi
pDt

p
�

ð9Þ

In fact, the asymptotic (Markovian) stationary rate constants k1 =

lim
t!1

k(t) = 4pRqD extracted from the single photon counting curves for

different quencher concentrations and viscosities on the basis of Equa-
tions (1) and (9) can be compared with the stationary rates calculated as-
suming a particular model for the electron transfer rate w(r), that is,[4,23]

k1 ¼ 4p
Z1

s

r2wðrÞnsðrÞdr ð10Þ

with ns(r) denoting the stationary solution of Equation (3) for which ṅs=

0. The relative fluorescence intensity, I/I0, determined in steady state ex-
periments is related to the quencher concentration by the generalized SV
law,[4,23]

I
I0

¼

R1
0

Nðc,tÞdt

R1
0

Nð0,tÞdt
¼ 1

t

Z1

0

exp
�
� t
t
�c

Zt

0

kðt0Þdt0
�
dt

¼
~Rð0Þ
t

¼ ð1þckðcÞtÞ�1 ð11Þ

where R̃(s) denotes the Laplace transform of R(t). Only in the case of
small concentrations the SV rate, k, will be independent of the quencher
concentration c and related to the Laplace transform of k(t), k̃(s), by:[4,23]

lim
c!0

kðcÞ ¼ k0 ¼ 1
t
~k

�
1
t

�
ð12Þ

The electron transfer rate : For the sink term, w(r), several models have
been proposed and evaluated. Among the most popular are the Collins-
Kimball model,[15] which assumes a sink at contact, and the exponential
model, which in a phenomenological way accounts for the remoteness of
the electron transfer step. The latter is exact for Dexter exchange[29] and,
since it allows for an analytic solution of Rq as a function of D, it has also
gained popularity in recent studies on electron transfer.[28] The most com-
prehensive model for electron transfer is given by the Marcus expression
for single channel diabatic electron transfer:[16–21,30–32]

wðrÞ ¼ V 2
s

�h
exp

�
� 2ðr�sÞ

L

� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p

lðrÞkBT

r

� exp
�
�ðDGðrÞþlðrÞÞ2

4kBTlðrÞ

�
ð13Þ

which is valid in the normal region and for Vs !kBT/2.
[33,34] The exponen-

tial model has been used to approximate the Marcus expression in the
normal region by postulating that their rates at contact and their initial
slopes be identical.[28] For the parameter set eventually determined within
this work, this approximation is reasonable for high mobilities, however,
deviates considerably for the samples at higher viscosities. Thus, we
prefer the Marcus model over the exponential one. The Marcus rate has
a distinctive distance dependence, which stems from the combined radial
dependencies of the free energy change, DG, the reorganization energy,
l, and the diabatic coupling matrix element, V = Vsexp(�ACHTUNGTRENNUNG(r�s)/L). The
reorganization energy comprises contributions from internal changes in
the structure of the reactants, li, and the distant dependent solvent reor-
ganization energy, lo, which accounts for nonequilibrium solvent polari-
zations necessary to attain the transition state configuration.[16–21] For sol-
utes of equal size, which is a reasonable approximation in our case (see
below), it is given by

lðrÞ ¼ liþloðsÞ
�
2� s

r

�
ð14Þ

with
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loðsÞ ¼ e2

4pe0s

�
1
n 2
D

� 1
e

�
ð15Þ

The geometry changes upon electron transfer in the present system are
small and hence li can be considered negligible compared with lo. The
latter on the other hand remains virtually unchanged for all the solvent
mixtures applied. The radial dependence of the driving force for electron
transfer is due to the Coulomb interaction in the products and therefore
depends on the static dielectric constant of the medium, e. The Weller
equation[35] yields:

DGðrÞ ¼ EoxðFÞ�E redðAÞ�E00 � kT
rc
r

ð16Þ

where rc denotes the absolute value of the Onsager radius, E00 is the
energy of the 0–0 transition estimated from the fluorescence and absorp-
tion maxima of the fluorophore and Eox(F) and Ered(A) are the donor
and acceptor oxidation and reduction potentials, respectively. Figure 1
depicts the energy diagram of the electron transfer process relevant to
this work.

Monte Carlo simulations : To obtain the solvent radial distribution func-
tion, g(r), we have carried out Monte Carlo simulations at constant
volume, number of particles and temperature (MC-NVT simula-
tions).[36–38] The simulations have been conducted on a system of Np=

2000 particles in a cubic box with the particles considered as hard
spheres. The simulation box has been chosen cubic for all cases, with a
size according to obtain the desired reduced density:

1* ¼ 1s 3
s ð17Þ

where ss is the solvent contact radius. A typical simulation consisted of
105 Monte Carlo (MC) cycles to equilibrate the system followed by an-
other 105 MC cycles to obtain averages. Each MC cycle consisted of Np

attempted displacements of randomly chosen particles. The maximum
displacement was adjusted to obtain an averaged acceptance of approxi-
mately 40%. Radial distribution functions have been calculated accord-
ing to:[36,38]

gðr*Þ ¼ 1
4pNp1*r *2

h
X
i

X
i 6¼j

dðr*�r*ij Þi ð18Þ

where r* = r/ss. In the simulation the Dirac delta function is replaced by
unity in a small range of width l/ ACHTUNGTRENNUNG(2nhist) around r*, with l being the size of
the simulation box and nhist being the number of divisions used in the his-
togram set to 200. g(r) was evaluated and accumulated in an histogram
with nhist divisions during the simulation.

Numerical procedure : Equation (3), including solvent structure and hy-
drodynamic hindrance, with the boundary and initial conditions as intro-
duced above, can only be solved numerically. For this purpose the diffu-
sion operator was discretized on a nonuniform grid using well-known
finite difference techniques.[39] The grid was adapted to the characteristic
decay length of the underlying physical problems, the smallest space in-
crement at contact being 0.01 N. The inner boundary condition was im-
plemented following SchultenIs approach[40] and ensured that the particle
conservation requirement was fulfilled. At rmax=1000 N the grid was
eventually truncated using the Dirichlet boundary condition nACHTUNGTRENNUNG(rmax,t)=1.
The time integration was carried out following the popular, uncondition-
ally stable Crank-Nicolson scheme with nonequidistant time steps and an
initial increment of 4 ps. At every discrete time point the cumulative rate
constant was calculated using a generalization of TachiyaIs approach:[41]

Zt

0

kðt0Þdt0 ¼ 4p
Z

ðgðrÞ�nðr,tÞÞdr ð19Þ

which follows from Equation (3) and the fact, that the diffusion stencil
does not change the number of particles. The reactive pair distribution
function thus obtained was utilized to obtain the SV rate, k(c), through
Equation (11). The quenching radii, Rq, were evaluated from the station-
ary pair distribution function, the latter being the solution of the linear
system (3) with ṅ = 0. Unlike for the time-dependent problem, the outer
boundary condition was constructed from the asymptotic solution, nasymp

= 1�C/r, with C being a constant.

Results and Discussion

Frequently, the electron transfer parameters of diffusion in-
fluenced quenching reactions are extracted from the non-ex-
ponential decay of the time-resolved fluorescence.[22,42] In
principle it should be possible to obtain the whole set of pa-
rameters from a comprehensive analysis of these decay ki-
netics, provided that the short time behaviour is fully re-
solved. In addition no solvent dynamic shifts or similar ef-
fects must obscure the quenching decay kinetics. In the pres-
ent system, using an LED as exciting light source, the latter

Figure 1. Schematic free energy Scheme for the photoinduced electron
transfer (PET) reaction between excited state fluorophore, F*, and
quencher, A. The observed reaction proceeds, after photoexcitation of F,
from F*A to F+A�, overcoming the free energy of activation, DG*. The
driving force of the PET, DG, is estimated using the 0–0 transition energy
of the fluorophore and the reactants ground state redox potentials.

Figure 2. Upper panel shows the spatial dependence of the diffusion coef-
ficient, D(r), using the Deutch and Felderhof (DF), and the Northrup
and Hynes (NH) expressions. The lower panel depicts the solvent struc-
tures, g(r), obtained from Monte Carlo simulations, for the highest and
lowest viscosity solvent mixtures.
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requirements are obviously not fulfilled.[43] Nevertheless, the
long-time Smoluchowski asymptotics contain relevant infor-
mation, which can be used to discern between different sets
of parameters. In principle Rq, the effective quenching
radius, and the diffusion coefficient, D, can be obtained by
fitting the convolution of Equation (9) with the instrument
response function to the experimental time traces, although
it turned out that these two parameters are strongly corre-
lated. In fact, a huge number of D–Rq pairs fit the data
equally well. This effect is particularly pronounced at low
viscosities, where the transient feature disappears too fast,
giving rise to approximately exponential decay curves. An
exemplary time trace with the corresponding fit based on
Equation (9) is shown in Figure 3. Both the concentration of

the quencher and the viscosity increase the extent of the
non-exponentiality of the fluorescence decays (transient
effect). It is clear that the observation of this phenomenon
is related to the overall efficiency of the quenching process,
which depends on the number of quencher molecules in so-
lution and on the duration of the diffusional encounters, R 2

q/
D.[23] Thus the non-stationary stage is the longer the higher
the viscosity, and the larger in amplitude, the larger the con-
centration of quencher. The fits to the experimental decays
have been performed for times for which Equation (9)
holds, that is, t�R 2

q/D.
Indeed, for the low viscosity

samples diffusion coefficients
calculated on the basis of the
Stokes–Einstein law[44,45] using
the stick and the slip boundary
conditions, which represent a
lower and upper limit for the
experimental Ds, invariant
values of k1 = 4pRqD can be
obtained without significantly
impairing the quality of the fits.
On the other hand at high vis-
cosities the non-stationary fea-
ture is sufficiently pronounced

to reduce the uncertainty of the values given in Table 1 to
�10%. Note that, on principle, k1 does not depend on the
concentration regardless of the specific diffusion or reactivi-
ty model.[7,23] Any deviation from this paradigm would
reveal that the actual concentration, c, in the solution devi-
ates from the formal one, as could be due to quencher dime-
rization, activity coefficient changes or quencher-quencher
excluded volume effects. Additionally, an unexpected
change in the solvent structure, g(r), with the quencher con-
centration might give rise to deviations in k1. In fact we
detect a slight, apparently linear, reduction of k1 with con-
centration, with a slope independent of viscosity. However,
this effect does not exceed 15% even at the highest concen-
trations (0.5m). Possible effects of the causes mentioned
above shall shortly be discussed: Concerning a possible di-
merization of the quencher, no dimer formation is apparent
from the absorption spectra as mentioned in the Experimen-
tal Section. In addition, assuming the same or an increased
reactivity of the dimer a parabolic dependence of k1 on the
quencher concentration ensues, which, however, is not ob-
served experimentally. Only in the limit of totally unreactive
dimers an approximate linear dependence of k1 on c is ob-
tained which is capable of describing the experimental data
with an equilibrium constant of K=0.22m�1. However,
given that the quenching radius increases as the dimers form
while no significant change in the intrinsic electron transfer
parameters (�kBRTlnK = ++0.04 eV!) occurs, an increased
reactivity is to be expected. We thus do not draw on this
model in the subsequent analysis. The acceptor–acceptor ex-
cluded volume effect on the other hand gives rise to an in-
crease of the effective quencher concentration, which would
lead to an increase of the k1 with formal concentration, the
opposite of what is observed experimentally. The conducted
MC simulations predict a small concentration dependence
of the solvent distribution function g(r), which, as well, re-
sults in a trend opposite to that observed, since the addition
of the quencher reduces the height of the maximum in g(r)
at s, and leads to a broadening of the oscillatory features.
Moreover, the simulations of Rq with different g(r) values
corresponding to different concentrations are apparently un-
distinguishable. The values of k1 reported below are ob-
tained from the linear extrapolation for c=0.

Figure 3. Fluorescence time trace at a quencher concentration of 0.138m
and viscosity of 62 cP. For the indicated range the strongly nonexponen-
tial decay is fitted using Equations (1) and (9). In the upper panel the
weighted residuals res. = (Iexp�Ifit)/

ffiffiffiffiffiffi
I fit

p
are given.

Table 1. Bulk properties of the glycerol/DMSO solvent mixtures and photophysical properties of the fluoro-
phore at 20 8C.[a]

No. xgly 1 [gmL�1] h [cP] nD e t [ns] ñf [kK] ña [kK] k1 [N3ns�1]

1 0.000 1.10 2.20 1.479 47 22.4 19.0 25.1 3640
2 0.073 1.11 3.31 1.480 49 22.3 19.0 25.1 2760
3 0.150 1.13 5.18 1.480 50 22.4 18.9 25.1 2100
4 0.225 1.14 8.04 1.481 51 22.4 19.0 25.1 1420
5 0.284 1.15 11.67 1.480 51 22.6 18.9 25.1 1080
6 0.351 1.16 17.97 1.479 51 22.6 18.9 25.1 729
7 0.438 1.17 31.93 1.480 51 22.7 18.9 25.0 437
8 0.533 1.19 62.12 1.480 50 22.9 18.9 25.0 257

[a] xgly denotes the mole fraction of glycerol, 1 and h are the mass density and the dynamic viscosity, respec-
tively. nD and e denote the refractive index and dielectric constant of the solvent mixture, while t, ñf and ña are
the fluorescence lifetime, fluorescence maximum and absorption maximum. k1 denotes the stationary quench-
ing rate constant, obtained from the time-resolved measurements.
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The SV plots supply an additional set of experimental
data that can be used to assign the reaction parameters un-
ambiguously. Representative SV plots are shown in
Figure 4. The curvatures and thus the deviations from linear-
ity increase with viscosity due to the increased relative im-
portance of static and non-stationary quenching. Moreover,
although apparently linear at first sight, even at the lowest
viscosities and most dilute solutions deviations from lineari-
ty are observed. Thus, the static and dynamic non-stationary
stages are dominating at all concentrations and viscosities.

Six different models, which optionally include the solvent
structure and the hydrodynamic effect as summarized in
Table 2, have been applied to analyze the data. Models d),
e), and f) explicitly account for the solvent structure, with e)
and f) additionally including the hydrodynamic effect ac-
cording to Equations (5) and (6), respectively. Models b)
and c) account for the hydrodynamic effect only. It turned
out that irrespective of the model used the diffusion coeffi-
cients have to be adjusted individually. In particular, none
of the common models for diffusion coefficients, that is, the
Stokes–Einstein model using the stick or the slip boundary
condition or the Spernol–Wirtz model,[46] yielded satisfacto-
ry simulation of the experimental data. Even when allowing
for an arbitrary, however common, scaling factor we were
unable to rationalize the data with a single set of electron
transfer parameters (Vs and L). Thus, the diffusion coeffi-
cients were allowed to vary individually during the fitting
procedure. This approach led to an excellent reproduction

of the experimental SV data irrespective of whether the hy-
drodynamic effect or the solvent structure had been ac-
counted for (see above). Therefore, solely on the basis of
the SV plots it is impossible to decide whether these effects
are relevant or not. Table 2 summarizes the results for the
six different models. Note furthermore, that any attempts to
fit the data with the Collins–Kimball contact approximation
severely failed and the assumption of the remote electron
transfer step is mandatory. The usage of an hybrid consisting
of the Collins–Kimball contact model accounting for non-
stationary effects and the sphere of action model accounting
for remote static quenching seems paradoxical and was not
considered, though it could yield reasonable fits. For all fits
the contact distance, s, has been taken as the sum of the el-
liptical radii,[47] that is, 8.8 N, and, if applicable, the solvent
diameter, ss, was approximated by 5.3 N. Figure 5 gives an
anamorphosis of the SV plots, which show k= (I0/I�1) ACHTUNGTRENNUNG(ct)�1

as a function of c for the most comprehensive model, includ-
ing g(r) and DDF(r). This representation is better suited than
the common SV plot, given in Figure 4, to visualize small
changes of the quenching constant and its viscosity depend-
ence. The other models give virtually identical plots, howev-
er, with quite different parameters.

For all six models the matrix coupling element, Vs, was
found to be slightly smaller than 1 meV, confirming a dia-
batic electron transfer reaction. Thus, the dynamic solvent
effect, which yields an inverse proportionality to the solvent
longitudinal relaxation time,[48,49] can be safely excluded.
The tunneling length, L, varies around a value of 2�0.5 N
depending on the model (cf. Table 2). These L values are of
similar order of magnitude as those found before by other
authors for the reactions between perylene and N,N-dime-
thylaniline[50] or rubrene with duroquinone,[22] for example.
Concerning the fitted diffusion coefficients (Figure 6) an in-
verse relationship with the sample viscosity is to be expect-
ed. Actually, this is not the case for any of the models. For
the most comprehensive models e) and f) the friction coeffi-
cient, f, varies from the stick to the Spernol–Wirtz value or
from the Spernol–Wirtz to the slip value on increasing the
viscosity, respectively. It has to be considered that a minor
influence of the quencher concentration on the viscosity has
been observed (at most �10% at the highest concentration
and viscosity). This effect, not explicitly accounted for, is

compensated during the fit by a
decrease of the friction coeffi-
cients as the viscosity increases.
This is more plausible than con-
sidering a viscosity dependent
friction coefficient. Any at-
tempt to explicitly consider the
measured viscosity at each con-
centration led, however, to no
additional improvements in the
results.

While the SV plots do not
allow for a distinction between
the models used, not all of

Figure 4. Three representative Stern–Volmer plots showing the strong de-
viations from linearity at high quencher concentrations.

Table 2. Comparison of the six models used. seff is the diffusion rate constant divided by 4pD according to
Equation (20) and Vs and L are the matrix coupling element and the tunneling length as extracted from the
Stern–Volmer plots.[a]

No. Model seff [N] Vs [meV] L [N] k0 (SV) [N3ns�1] k0 (tr) [N
3ns�1] Residual

norm [N]

a DET 8.8 0.86 2.5 15200 10400 14.6
b DETwith DNH(r) 6.7 0.88 2.6 16400 10400 9.9
c DETwith DDF(r) 4.8 0.89 2.7 17100 10000 6.2
d DETwith g(r) 9.2 0.73 1.8 15400 17300 5.2
e DETwith DNH(r) and g(r) 7.1 0.71 2.1 16300 16300 2.1
f DETwith DDF(r) and g(r) 5.2 0.70 2.3 16700 16100 0.4

[a] k0(SV) is the intrinsic rate constant evaluated using Vs and L from the Stern–Volmer plots using Eq. (21)
and k0(tr) is the ordinate intercept of the linear regression of k�1

1 versus D�1 as described in the text. The resid-
ual norm quantifies the deviation from experimental and simulated quenching radii in Figure 7.
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them are capable of reproducing the time-resolved data
with the ET parameters and diffusion coefficients obtained
from the SV fit. For the comparison between steady-state
and time-resolved data the Rq versus D plots are compared,
where Rq is calculated from k1/4pD, with k1 given by Equa-
tion (10) and the D values taken from the fit of the SV
plots. Figure 7 gives the Rq versus D plots for all models in-
vestigated. In addition, the residual norms obtained from
the differences of the experimental and calculated Rq values
are summarized in Table 2. The value can be regarded as a
quantitative criterion for the ability of the models to concur-
rently fit the time-resolved and the steady-state experiments.
Taking into account both the solvent structure and the hy-
drodynamic effect reproduce the quenching radii significant-
ly better. Moreover, the Rq/D pairs so obtained fit the fluo-
rescence decays using Equation (9) well, while the simpler
models fail. In particular the model of Deutch and Felder-
hof (see Figure 2) is most suited to reconcile time-resolved
and steady-state data. The Rq values can be compared with

the effective quenching radii determined for a diffusion con-
trolled contact reaction under the same model conditions. In
fact they can be calculated from the following Equation

1
seff

¼ D
Z1

s

DðrÞ�1 r�2 expðvðrÞÞdr ð20Þ

which is easily derived from the steady state solution of the

Figure 5. Anamorphosis of the conventional Stern-Volmer plots, allowing
for a better appreciation of the simultaneous dependence of k on concen-
tration and viscosity. Viscosity increases from high to low k values. All
150 experimental data points are shown. Fits were obtained on the basis
of model (f) with the parameters given in Table 2. Fits with the alterna-
tive models a)–e) yield virtually indistinguishable fits. However the ex-
tracted parameters do not yield satisfactory agreement with the time-re-
solved experimental evidence (cf. Figure 7).

Figure 6. Comparison of the dependence of the diffusion coefficients, ob-
tained from the fits of models (e), open circles, and (f), full circles, to the
Stern–Volmer data, with inverse viscosity (1/h) to those predicted from
three diffusion coefficient models (Stokes–Einstein slip and stick, Spernol
Wirtz).

Figure 7. Comparison of the Rq vs D dependence for all models tested.
The solid lines give the simulations due to Equation (10) using the pa-
rameters extracted from the steady-state data, while bullets refer to the
experimental Rq values obtained fits to the long time asymptotic fluores-
cence decays as described in the text. Only when including the solvent
structure, as well as the hydrodynamic effect e)–f) good agreement is
achieved. The horizontal lines indicate the quenching radius for a purely
diffusion controlled contact reaction for a given model, that is, Equa-
tion (20).
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pair correlation function assuming the Smoluchowski boun-
dary condition, that is, n(s)=0. The values for seff calculated
with Equation (20) are invariant with respect to the viscosity
for the first two models, but change by about 1% for the
other two due to the composition dependence of the solvent
structure. In fact, for a constant D in the absence of any po-
tentials, seff certainly equals s. Obviously, the effective
quenching radii for models b), c), e) and f) are smaller than
the contact radius obtained from the sum of the vdW radii
of the reaction partners. Due to the effectively attractive po-
tential exerted by the solvent structure, seff is, however,
larger for the most comprehensive models e) and f) as com-
pared to those models where only the reduction of the diffu-
sion rate due to the hydrodynamic hindrance was accounted
for.

An additional goodness criterion stems from the compari-
son of experimentally determined k0, the kinetic rate of the
elementary electron transfer process, and its calculated
equivalent. The latter can be obtained from the electron
transfer model w(r), which depends on Vs and L, and the
pair correlation function at time zero:[4]

k0 ¼ 4p
Z1

s

r 2wðrÞnðr,t ¼ 0Þdr ð21Þ

Note that for the models including the solvent structure
nACHTUNGTRENNUNG(r,0) = g(r), whereas it equals unity for the others. The ex-
perimental estimates of k0 can be obtained from the extrap-
olation of the stationary rate constants, k1, to infinitely fast
diffusion, that is, from the linear regression of k�1

1 versus
D

�1

. Indeed, for the best model, f), a good linear correlation
is found for the experimental points at low viscosities, giving
rise to an experimental k0(tr) of 1.61 104 N3ns�1, which is in
very good agreement with the one predicted on the basis of
Vs and L obtained from the steady-state data. An equally
good agreement was found for model e), which uses the
Northrup Hynes diffusion ansatz. On the contrary no good
coincidence between time-resolved and steady-state k0

values was obtained for the remaining models. It has to be
noted, that also the experimental k0 values depend on the
model used, since the experimental k�1

1 are plotted against
the diffusion coefficients extracted from the fits to the SV
plots.

More insight into the remoteness of the electron transfer
encounter can be obtained from the distribution of charged
products, m0(r),

[4,23] which is given by

m0ðrÞ ¼ wðrÞ
Z1

0

nðr,tÞNðtÞdt ð22Þ

4pr 2cm0(r)dr gives the probability that the electron transfer
occurs within the interval r and r+dr within the time span
from 0 to infinity.[51] Figure 8 shows the distance dependence
of the normalized initial charge distribution f0(r) given by:

f 0ðrÞ ¼ m0ðrÞ
4p

R
m0ðrÞr 2dr

ð23Þ

The distance dependence for two of the models, one includ-
ing solvent structure and hydrodynamic effect f) and the
other including the hydrodynamic effect only c) is shown. A
prominent shift of the distribution towards larger r with de-
creasing D is observed for the model lacking the solvent
structure. Thus, as diffusion is slowed down a significant
fraction of the quencher molecules react before diffusively
reaching the contact surface. On the other hand inclusion of
the solvent structure leads to an enhanced static quenching
in the near contact region, where the effective potential,
u(r), is attractive. Although no maximum ensues, a shoulder
in 4pr 2f0(r) at larger r is still observed for small D. For the
lowest diffusivity considered the reaction proceeds over a
region of approximately 3–4 N with a nearly constant proba-
bility. Thus the inclusion of the solvent structure leads to an
enhanced static quenching combined with less pronounced
remoteness of the electron transfer.

To put everything into a nutshell, only the most compre-
hensive models, which explicitly include the solvent struc-
ture and the hydrodynamic effect, are able to reproduce
well both sets of experimental data, that is, time-resolved
and steady-state measurements, with a common set of pa-
rameters. This conclusion can, however, only be drawn on
the basis of a huge number, in fact 150, experimental points,
at eight different viscosities.

Experiments and Procedures

Chemicals and sample preparation : Mixtures of glycerol (Fluka 99.8%,
H2O �0.01%) and dimethylsulfoxide, DMSO (Roth, 99.5%, H2O � 200
pp) were applied as solvents, the chemicals being used as received. These

Figure 8. Normalized distribution of charged products for the model in-
cluding the Deutch–Felderhof treatment of the hydrodynamic effect and
the solvent structure (a), and the model including only the former (b),
using c=0.05m. The diffusion coefficients are 60, 30, 15, 7.5, 3 and
1 N2ns with the low values corresponding to the more remote electron
transfer. The axis labels on the right refer to the electron transfer rate,
w(r) (grey line), calculated using the parameters from table 2.
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mixtures permit to cover a wide range of viscosities while keeping the
solvent and solute properties, among them those governing the electron
transfer, that is, dielectric constant, e, and refractive index, nD, constant
(cf. Table 1). This has been experimentally verified for the used solvent
mixture in ref. [52]. In particular the Pekar factor, g=n�2

D �e�1, remains
virtually unchanged, with an average value given by 0.46.[53]

The fluorophore 2,5-bis(dimethylamino)-1,3-benzenedicarbonitrile, F, was
synthesized and purified as described in ref. [54] (Eox(F)=0.73 V vs
SCE). The quencher, 1,3-dimethyl-2-nitrobenzene, A, (Aldrich, 99%)
was distilled under reduced pressure (Ered(A)=�1.40 V vs SCE[55]). A
liquid quencher was chosen to avoid solubility problems at high concen-
trations of quencher at high viscosities. Additionally A holds the advant-
age of having a similar refractive index (nD(A)=1.522) as the solvent
mixtures used, thus not altering the solutionsI refractive index even at
highest concentrations added. At the same time the fluorophore exhibits
a virtually unchanged quantum yield (Ff�0.55) and a long fluorescence
lifetime, t, which allows for an extraction of the stationary quenching
rate constant, k1, from the fluorescence decay asymptotics within the
limits of the used model. Additionally F has a vanishing intersystem
crossing quantum yield, relatively simple photophysics,[43] undergoes re-
versible electrochemical 1�e� oxidation and shows no ground state com-
plex formation with A (cf. Figure 9). Summarizing the system allows for
varying the viscosity only, while keeping the rest of the intrinsic solvent
properties constant.

Both solvent mixtures and sample solutions were prepared by weighing

in the individual components. The lowest viscosity samples (2.2 and
3.3 cP) were deaerated (bubbling with argon for 15 minutes; absorption
spectra taken after deaeration) to avoid interference by fluorescence
quenching due to dissolved oxygen, which was not necessary for higher
viscosities. The hygroscopicity of DMSO and glycerol made it necessary
to perform the measurements in septa-sealed quartz cuvettes (10 mm Su-
prasil glass). The concentration of F was always set such that the absorp-
tion at the excitation wavelength (430 to 445 nm) did not exceed 0.10,
corresponding to a maximum concentration of 10�4

m. All experiments
were performed at 20�0.2 8C.

The two solute molecular radii (rF=4.8, rA=4.0 N) were obtained by cir-
cumscribing the geometry optimized van der Waals surfaces with ellip-
soids of minimal surface. The solvent diameters (sgly=5.47, sdmso=

5.13 N) were taken from the literature.[56]

Apparatus : Absorption spectra were recorded with a Shimadzu UV-
3101PC UV-VIS-NIR spectrophotometer using a bandpass of 1 nm. The
true fluorophore and quencher concentrations were obtained by separat-
ing the sample absorption spectra into the arithmetic sum of the individu-
al quencher and fluorophore absorption spectra. Steady-state fluores-
cence spectra were obtained by connecting an isolated temperature con-
trolled aluminium block (sample compartment) via light guides to a

Jobin-Yvon Spex FuoroMax-2 spectrofluorimeter (scan range from 250
to 900 nm). The fluorescence intensities, used for the SV plots, were
taken as the integrals of the obtained fluorescence spectra (starting the
integration 10 nm above the excitation wavelength) and corrected for the
true fluorophore concentration and inner filter effect. For the latter a
similar correction as in[57] was applied, but taking the limits of an infinite-
ly thin emitting light beam (DX=0) coming from the centre of the cuv-
ette (X=0.5). The overall correction applied to the observed light inten-
sity, Iobs, is as follows:

Icorr ¼ Iobs
cF

10A=2 with A ¼
Z
f ðlÞODðlÞdl ð24Þ

where A is the sample absorption at the excitation wavelength (taking
into account the fluorescence spectrometer bandpass, given by f(l)), OD
denotes the optical density of the sample, and cF denotes the relative
fluo ACHTUNGTRENNUNGrophore concentration with respect to I0, the intensity when no
quencher is present.

Time-resolved measurements (TCSPC method, for a thorough descrip-
tion of the used apparatus consult[58]) were performed in the same block
as the steady-state experiments exciting with unpolarized light from a
450 nm LED (PicoQuant, FWHM �1 ns). In the emission beam a
550 nm longpass filter was used to avoid interference with scattered exci-
tation light. Both, steady-state and time-resolved experiments, were per-
formed without using polarisers. Firstly, because in the time-resolved ex-
periments the usage of a 550 nm longpass filter in the time resolved set-
up led to the observation of a dynamic solvent shift, which manifests
itself in an initial increase of the fluorescence time traces (at the highest
viscosity with t �1 ns) superimposed on any small, though possibly pres-
ent, anisotropy effects. Secondly, due to the long fluorescence lifetime,
the moderate quenching (especially at high viscosities), the very short ro-
tational correlation times (as estimated from the fluorescence decays
without quencher), and the usage of totally unpolarized excitation light,
the impact of polarisation effects on the steady-state data was, unlike in
ref. [12], found to be negligibly small (!1%).

Dynamic viscosities, h, were obtained using h=n1 where n is the kine-
matic viscosity, which was measured by means of a thermostatized capil-
lary Ubbelohde viscosimeter (Schott) and 1 is the density which was
measured using a pycnometer. The refractive indices, nD, were deter-
mined using a temperature controllable AbbR refractometer (1T model
from Atago). The solvent mixtures’ dielectric constants, e, were taken
from ref. [52]. Mixture compositions and properties are summarized in
Table 1.

Conclusions

In an extensive study comprising 150 data points, recorded
at eight different viscosities and spanning a large concentra-
tion range, we have shown that the electron transfer quench-
ing of fluorescence can be modelled by DET. Taking into
account the solvent structure and the hydrodynamic effect it
is possible to coherently explain both the time-resolved and
the steady-state experiments assuming a remote electron
transfer reaction. No consistent description of all the data is
possible without including these features simultaneously.
This conclusion can only be achieved thanks to the big
number of quencher concentrations studied in the bending
region of the SV plots. While either a separate analysis of
the time-resolved and the steady-state data or a lower
number of experimental points, can yield satisfactory fits,
time-resolved and steady-state results can only be reconciled
in a comprehensive and exhaustive study as the one present-
ed here. Otherwise, the extracted electron transfer parame-

Figure 9. Decomposition of the sample absorption spectrum (black line)
into individual fluorophore (grey full line) and quencher (grey dash-
dotted line) absorption spectra. The excitation wavelength is indicated by
an arrow.
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ters may be biased or not based on physical grounds. Fur-
thermore, a critical study on the diffusion models would not
be possible. In summary, we have shown that only by cor-
rectly accounting for diffusion, including the hydrodynamic
effect and the solvent structure, a comprehensive description
of fluorescence quenching by photoinduced electron transfer
at moderate to high viscosities is possible.
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